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ABSTRACT

The danger of ship emission caused by HFO (Heavy Fuel Oil) fuel type has become a serious matter due to its high containment of sulphur as much as 3.50% m/m. The IMO (International Maritime Organization) took action on this problem by releasing a new regulation to limit sulphur in the ship fuel as low as 0.50% m/m. This regulation leads to an additional tariff called the LSS (Low Sulphur Surcharge). As an impact, shipping companies charge this fee to customers and ocean freight forwarders. Hence there is an increase in the total shipping charges. Meanwhile, the dominant variable determining the LSS charge amount is unknown, so it is still uninformative for the public and academic fields. This study aims to analyse which variable gives the most influence on the amount of the LSS tariff by using the multiple linear regression method. The study finds that the shipping distance variable is the dominant variable with a contribution value of 86.48% and has a positive relationship with the LSS tariff. On the other hand, though the voyage time also influences the tariff, the effect is weaker and shows a negative relationship with the LSS tariff. The additional calculation of polynomial regression also indicates a similar result, where shipping distance influences dominantly and positively against the LSS tariff.
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1. INTRODUCTION

The use of ship transportation mode is currently the primary choice for global trade, as it transports up to 90% of traded goods across the ocean. Sea transportation is also an attractive choice for customers, due to the large ship capacity, wide range distribution that can reach small islands, ability to carry various types of goods either containerized, general cargo, dangerous goods and others, relatively cheap shipping rates and environmentally friendly modes [1]. Sea transportation also holds a vital role in cargo distribution in Indonesia, an archipelagic country with approximately two-thirds of it is the sea area [2].

Over time, as more new ships are built and deployed by the shipping companies, more emissions are generated from the ships’ fuel. The standard type of fuel used by ships is HFO (Heavy Fuel Oil). HFO is a fuel consisting of a wide range of oils, ranging from distilled oils to residual oils, which must be heated to 260° C or higher before they can be used. In general, HFO consists of residual oil mixed with distillation to meet particular needs. HFO is commonly referred to as bunker oil [3]. The International Maritime Organization (IMO)
states that when engine combustion occurs, ship produces emissions due to the sulphur content in the HFO [4]. Towards the environmental protection from the danger of sulphur emission, IMO added a new regulation related to shipping fuel and emission called IMO 2020, which came into force on January 1, 2020. Indonesian Ministry of Transportation also supports this regulation by publishing a Circular Letter no. 35/2019 about “Obligation to use low sulphur fuel and prohibition of transporting or carrying fuel that does not meet the requirements and waste management of exhaust gas recirculation from ships” [5].

IMO 2020 describes that the sulphur limit in fuel oil used by ships operating outside the designated emission control area is reduced to 0.50% m/m (mass per mass), better known as low sulphur fuel. This regulation will significantly reduce the amount of sulphur oxide derived from ships. It will provide significant health and environmental benefits to the world, especially for populations living near ports and coastal areas.

The new regulation also states that it is mandatory for all shipping voyages in the world to use low sulphur fuel. However, it will increase the associated fuel and equipment costs for the shipping companies [6] because low sulphur emission fuels are highly filtered, thus being more expensive by up to four times than regular fuels [7]. Mega shipping companies such as Maersk Line also stated that the extra fuel costs might exceed USD 2 billion to comply with the new regulation [8]. As a result, higher fuel costs simultaneously will increase the freight rates. Refer to an earlier prediction by Notteboom [9], the use of low sulphur fuel is expected to increase transport prices. He demonstrated the impact of the low sulphur agreement on freight rates within the context of short sea shipping in Northern Europe. An increase in the shipping cost caused by the use of low sulphur fuel implementation also has been validated in the recent study by Shuaibu [10] under the research title “The economic impact of low sulphur compliance on future fuel cost and container freight rates: a case study of Shanghai-Lagos”. The research examined the potential economic impact of new IMO regulations on shipping liner companies in Nigeria, emphasising container freight rates and future fuel costs. The research generates an estimation of a 15-25% increase in freight rates in Nigeria, and fuel costs will be more expensive considering that based on the survey, shipowners preferred to use low sulphur fuel.

Though many maritime players fear the increasing freight cost, research conducted by Rahm [11] under the research title "The Costly Future of Green Shipping" revealed that promoting the regulation on reducing sulphur oxide emission have been implemented in the company’s business strategy and will be a competitive advantage for the shipping companies. Another study by Sys et al. [12] also examines the potential impact of international emission regulations maritime world in economies specific to Northern European and Southern Europe ports. The study result claims that international laws related to emissions do not affect the economy at the port. The use of low sulphur fuel in compliance with the IMO policy also was proven as an appropriate option for long term use, according to a cost-benefit analysis conducted by Wu and Lin [13]. However, this study has not yet considered parameters such as shipping routes, ship types and age.

Furthermore, shipping companies formed strategies to meet the IMO low sulphur fuel requirements while at the same time protecting the environment and pressing the costs incurred. As fuel cost can spend more than 60% of ship operating cost [14], the higher low sulphur fuel cost threatens to be a severe concern for them [15]. To cope with these expensive costs, shipping companies followed each other’s footsteps by announcing an additional tariff called the Low Sulphur Surcharge (LSS). This additional tariff is charged to the users of the shipping voyage, one of which is the ocean freight forwarders, who then charge this price to their customers. The tariff may already be included in the service charge or presented as an additional service. It can be concluded that the increase of the ship operating cost is being passed to the shoulders of the consumers by increasing the prices of transported cargoes [16].

As a response, the existence of LSS as an additional surcharge was greeted with wariness from shippers worldwide [17]. A similar situation was found in Indonesia. Some complaints were raised due to the emergence of the LSS tariff. The tariff charged by shipping lines was deemed too expensive and too various, which caused many complaints from container logistics companies because their customers were hesitant to send cargoes by ship. The tariff range can vary from Rp400,000.00 to Rp1,000,000.00 per container, depending on its destination. There are also no exact details and rules on determining the cost component structure [18]. A Senior Consultant of
Supply Chain Indonesia, through an interview with a maritime website, also expressed his regret of the lack of transparency and negotiation space from the shipping line side regarding LSS tariff, and there has been no explanation regarding the price difference imposed by the freight forwarders [19]. The lack of information given to customers regarding the tariff structure is feared to create hesitance and a sense of customer distrust.

If summarized, previous studies stated that low sulphur fuel usages onboard ships are advantageous and not economically detrimental. Rahm [11] concluded that promoting the low-sulphur regulation will be a company competitive advantage. At the same time, Wu and Lin found [13] that low sulphur usage will benefit the company in the long term with cost consideration. Sys et al. [12] also ensured that the port economy would not suffer because of this new, more expensive, low sulphur fuel. However, Indonesian container logistics companies voiced their concerns that implementing the low sulphur fuel forced them to pay higher freight rates due to the additional LSS tariff [18]. Their problem is with reason, as a study by Notteboom [9] and Shuaibu [10] predicted that freight rates would increase due to the implementation of low sulphur fuel. The Indonesian container logistics companies also claimed that the LSS has no exact information on its cost structure and is too various and expensive [18, 19]. Therefore, a determination of the dominant factors which influence the LSS tariff is necessary to conduct. Several studies have identified the benefit of low sulphur fuel, and its impacts on freight rates increase. This research also focuses on one of the impacts of the low-sulphur fuel regulation: the emergence of the LSS tariff. However, no previous studies have analysed the LSS itself nor the determinant effect of the LSS tariff. Thus, this research aims to fill this research gap.

This research examines which factors dominantly influence the amount of LSS tariff by applying multiple linear regression. This study focuses on LSS tariff as the dependent variable, which then being examined of its relationship with the independent variables. The authors received data and information from a logistics company in Surabaya, Indonesia, namely PT Global Putra Indologistics (GPI), to identify the independent factors.

At first, one of the authors conducted an internship in this company as sales support. She was assigned a task to determine the factors influencing the LSS tariff because the company had not done the analysis before. Moreover, this company is relevant as the case study object of the paper because GPI is a freight forwarding company, one of the industries affected by the existence of LSS [16]. As mentioned before, shippers in Indonesia expressed their concerns regarding the lack of information on the LSS tariff structure and price difference imposed by the freight forwarders [19]. Their situation is likely because forwarding services are growing and needed by the industries that must ship their cargo by sea. Statistically, around 93% of customer companies use third-party sea freight forwarding services [20]. In Indonesia, freight forwarding was grown 11.8% in the five-year range from 2013-2017, with ocean freight forwarding as the significant contributor [21]. Also, in the first semester of 2020, there were an increase in ALFI (Indonesian Logistics and Forwarders Association) members who upgraded their domestic service class to international class [22]. This elaboration means that forwarding services are greatly needed and continuously growing. The LSS tariff is also unavoidable because the tariff is charged to them by their shipping lines clients. As a forwarding company, GPI engages in e-logistics, low-cost shipping and freighter service, commercial logistics, energy logistics, project logistics, trading and supply chain management. In carrying out their domestic sea network activities, GPI cooperates with two shipping companies that provide sea transportation services. As the new IMO regulation comes into force, those shipping companies charge GPI with the additional LSS tariff, who then forwards this charge to their customer's accounts. The tariff is charged to the customers and listed in the SO (Sales Order) of the shipping expedition activities.

The selection of independent variables which influence the LSS tariff was done in three ways, initial observation, interview with shipping company representatives, and literature study. First, based on initial observation by authors at GPI, we found several questionable invoices which state inconstant LSS tariff. For example, several shipping voyages had different LSS tariffs rates for the same routes, and several had similar tariffs even though the sailing time was longer. The tariff ranged from Rp400,000.00 to Rp1,200,000.00 per container. The tariff structure was not informed by the shipping companies as the clients of GPI. The shipping companies passed this tariff amount to GPI, and GPI added it to their customer's invoices. This system raised an initial question, whether sailing time or sailing distance influence the amount of the LSS tariff. Therefore, to validate these data and find the
answer to the initial question, the authors conducted the second step: interview.

The interview was carried out to 2 respondents from different shipping companies as the clients of GPI. The respondents were questioned about how the LSS fee amount was determined at each shipping company, respectively. The respondent from the shipping company, namely PT XYZ, stated that his company set the LSS fees mainly based on the length of time of ship voyage. The second respondent from the shipping company PT ABC, gave a different opinion. This company set the LSS fees based on the distance of the ship voyage as the main calculation. Therefore, the authors collected similar candidates of independent variables from the interview result and the initial observation question on step one: the ship voyage time and shipping distance.

Third, the authors performed further literature reviews to confirm the independent variables. The study by Bialystocki [23] explains that shipping voyage is related to fuel consumption, and the elements of fuel consumption cost include time and distance of the ship voyage. As LSS compensate for the expensive low sulphur fuel cost, ship voyage time and distance are relevant to be considered. Bui-Duy et al. [24] argue in their research that higher velocity leads to higher fuel consumption and affects sailing time. Andersson et al. [25] presented that in planning the ship voyage, speed optimization (and voyage time) is best obtained if integrated with the planning of shipping routes. In their literature review, Zis et al. [26] summarized that the key to achieving the company competitiveness is to balance the shipping cost and increased sailing time. Furthermore, several shipping companies and forwarding companies mentioned their LSS price range base. CNC, a shipping company part of CMA CGM Group, sets the LSS tariff based on the short and long-distance of the ship voyage [27]. Maersk’s Far East Asia to Mediterranean scope includes the LSS in the container shipping rates, based on shipping distance [28]. Bacargo, a freight forwarding company in Indonesia, sets the LSS tariff based on the distance from the Port of Origin to the Port of Destination [29]. Adding from the interview result, PT XYZ sets the LSS tariff mainly based on ship voyage time, while PT ABC sets the tariff based on ship voyage distance. After gathering information from both literature study and interview results, the authors selected the independent variables to be further utilized in this research, namely ship voyage time and distance. Hopefully, this study will significantly give several benefits to the maritime shipping industry while supporting the smooth implementation of the sulphur regulation of IMO. The findings of this study will provide valuable insights into individual shipping lines and freight forwarders to create shipping strategies. The greater demand for shipping justifies the unavoidable LSS cost. Identifying the most significant value may help the shipping companies design strategies in designing the voyage pattern and sailing duration with minimum shipping cost. The findings may also provide valuable insights for cargo owners to choose suitable and cheaper available routes. For the researchers, this study will uncover the dominant variables of LSS, which have never been discussed before in any research and provides room for improvement for further studies. Despite the expected significance of the study, this research has some limitations, as it only includes the main parameters of ship voyage time and distance. Various conditions such as weather and the load of the cargo are excluded.

2. RESEARCH METHOD

Based on the research problem, this type of research is quantitative research. Quantitative research is a process of finding knowledge using data in the form of numbers as a tool to analyse information about what it is required to know [30]. This study is designed to determine the dominant variable that affects the amount of the LSS tariff by using multiple regression analysis. Assuming that the data was linear, multiple linear regression was chosen because it would mathematically represent how shipping time and distance variables influence the amount of LSS tariff. With mathematical results, it would be constructive to analyse the cause. Moreover, to add the complexity of this research, the authors also conducted a polynomial regression to compare the variables’ relationship results with the multiple linear regression. Polynomial regression was added because polynomial may provide a greater explanatory than traditional regression. After all, it provides nuanced views on the relationships between different combinations of independent variables and a dependent variable in three-dimensional space [31].

In the previous section, the background of the problem, the explanation of the variable selection process, the research objective, and contributions have been thoroughly discussed. Furthermore, the paper proceeds in the following manner. This section provides an overview of multiple linear
Multiple linear regression test calculation methods were utilized using SPSS version 24 software to conduct data analysis and processing. Linear regression tests were used to see how both independent variables, namely ship voyage time and shipping distance, affect the amount of LSS tariff (dependent variable). A study by Lai et al. tested hypotheses to investigate the relationship between internal tariff rates, international trade, and transport logistics development in ASEAN countries, using a simple regression calculation [32]. According to Pandis et al., in linear regression, one can conclude more parameters to find factors that predict a result better [33]. This analysis is called multiple linear regression. This regression analysis method will help explain the relationship between two variables (variables) or more, especially between variables containing cause and effect [34]. The research also references its method from a previous study by Aisyah and Kuswantoro, who utilized multiple linear regression to determine the relationships of Gross Domestic Products, CPO (Crude Palm Oil) price and currency value of partner countries on Indonesia’s CPO export numbers [35]. Moreover, Wulandari and Zuhri determined the links of Indonesia’s investment and net export on the country’s economic growth by using multiple linear regression [36].

The regression calculation process goes through several classical assumption tests to produce an equation with Best Linear Unbiased Estimation (BLUE). Hence, using the multiple linear regression method can explain the relationship that is close to the original data, valid, and feasible to use [37]. The classic assumption tests are normality, heteroscedasticity, multicollinearity, linearity, and autocorrelation. In addition, there are also model feasibility tests such as model feasibility test (F-test), regression feasibility test (t-test), determination coefficients, and model interpretations.

As the object of this research, secondary data from GPI was collected. The analysed LSS tariff was only collected from the voyages using one shipping company client, namely PT XYZ, because this company provides approximately 50% of the ship transportation services for GPI. The samples used in this study are the shipping services data provided by PT XYZ from July 24 to August 24, 2020. The reason for choosing this time range is because it is according to the duration of authors registered and performed the field research at the company.

This research develops hypotheses to support the research question. A hypothesis is a tentative sentence that states the relationship between two or more variables [38]. In the previous section, the process of selecting the independent variables was already discussed. Thus, based on literature reviews and the initial interview results with the shipping companies’ representatives (PT XYZ and PT ABC) regarding how the LSS tariff is determined, this research formulates the following hypothesis to show the relationship between the independent and the dependent variables.

Hypothesis 1 (H1):
- Ship voyage time has a positive influence on the determination of the LSS tariff rates

Hypothesis 2 (H2):
- Ship voyage distance has a positive influence on the determination of the LSS tariff rates

<table>
<thead>
<tr>
<th>Table 1. Kolmogorov-Smirnov test</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Variable</strong></td>
</tr>
<tr>
<td>Time</td>
</tr>
<tr>
<td>Distance</td>
</tr>
<tr>
<td>LSS</td>
</tr>
</tbody>
</table>

3. RESULT AND DISCUSSION

3.1. Normality Test
Well-known normality tests include the Kolmogorov-Smirnov test and Shapiro-Wilk test. Both tests generate normal distribution results if the significance value is > 0.05. The Kolmogorov-Smirnov test is carried out when the sample size is more than 50. On the other hand, a smaller sample size (less than 50) may use the Shapiro-Wilk test to test the normality. This research used 370 data samples; therefore, the Kolmogorov-Smirnov test was conducted.

Based on the calculation results in Table 1, the data did not meet the requirement for normal distribution because the significance value is less than 0.05. The 370 data in this study were also tested using box plots where outliers did not occur. The authors then used a rule of thumb that assumed parametric tests like regression could
also be used, even though the data are not normally distributed. This assumption is based on considerations that parametric statistics like regression will yield correct answers even with non-normal distributions, with no fear of coming to the wrong conclusion [39]. Other considerations are that not all research data can be normally distributed [40]. Moreover, even with a significance value fixed to 0.05, a sufficient number of samples are required to predict the normality test's reliability better [41]. Subsequently, the authors performed a data adequacy test. This test aims to ensure that the number of samples exceeds the number of theoretically calculated samples. Thus, the 370 data can describe the population well.

Data adequacy testing was conducted using the following equation:

\[ N' = \left( \frac{\sqrt{\sum(N'x^2 - \sum x^2)}}{\sum x} \right)^2 \]  \hspace{1cm} (1)

- \( k \) = Confidence level (99% ≈ 3, 95% ≈ 2)
- \( s \) = Degree of precision
- \( N \) = Number of observation data
- \( N' \) = Theoretical amount of data
- \( x \) = Observation data

If \( N' \leq N \), then the data is considered sufficient, but if \( N' > N \) data is not enough, it is necessary to add data. From the formula of data adequacy calculation, data can be calculated using ship voyage time data as \( x \). The results are as follows:

\[ k = 95\% \approx 2 \]
\[ s = 10\% \approx 0.01 \]
\[ N = 370 \]
\[ \sum x^2 = 5088 \text{ (using the amount of ship voyage time data)} \]
\[ (\sum x)^2 = 1537600 \]
\[ \sum x = 1240 \]

\[ N' = \left( \frac{2}{0.01} \sqrt{370 \times 5088 - 1537600} \right)^2 \approx 89.7399 \]  \hspace{1cm} (2)

The calculation generates that \( N' \) is smaller than \( N \) (89.7399 < 370), and we conclude that the data is sufficient to perform multiple linear regression processes.

### 3.2. Heteroscedasticity Test

Table 2. Heteroscedasticity test output

<table>
<thead>
<tr>
<th>Variable</th>
<th>t</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Constant)</td>
<td>6.226</td>
<td>0</td>
</tr>
<tr>
<td>Time</td>
<td>0.843</td>
<td>0.4</td>
</tr>
<tr>
<td>Distance</td>
<td>-1.235</td>
<td>0.218</td>
</tr>
</tbody>
</table>

The heteroscedasticity test aims to test whether there is a variant and residual inequality from one observation to another in the regression model [42]. A good regression model is if a variant of one residual observation to another observation remains or homoscedasticity (Significant value > 0.01). Table 2 describes the result of the heteroscedasticity test, which shows that the significance (Sig.) value for the shipping time variable is 0.400 and for the shipping distance variable is 0.218. The result concludes that the significance values of both variables indicate no symptoms of heteroscedasticity.

### 3.3. Multicollinearity Test

Multicollinearity test is intended to test whether there is a high or perfect correlation between independent variables in the regression model [43]. The test results are visible in Table 3. It shows the VIF value for each variable is 1.578 (<10), and the Tolerance value of 0.634 (>0.10) which means that there is no multicollinearity in the regression model. In the absence of

Table 3. Linearity test

<table>
<thead>
<tr>
<th>Sum of Squares</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Combined)</td>
<td>6</td>
<td>1.874E+12</td>
<td>74.902</td>
<td>0</td>
</tr>
<tr>
<td>Linearity Deviation from</td>
<td>1</td>
<td>4.661E+12</td>
<td>186.33</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.316E+12</td>
<td>52.616</td>
<td>0</td>
</tr>
<tr>
<td>Within Groups</td>
<td>9</td>
<td>2.502E+10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>2</td>
<td>2.03243E+13</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Kurnia, dkk  
http://dx.doi.org/10.30998/jmil.v5i2.817
multicollinearity, we conclude that there is no correlation between the independent variables.

3.4. Linearity Test
A linearity test is conducted to confirm a linear relationship between independent and dependent variables [44]. From the Anova result in Table 4, it can be seen that the value of Sig. deviation from linearity is 0.00. This confirms that the value is less than 0.05, therefore it can be concluded that there is a linear relationship between independent variables and dependent variables.

3.5. Autocorrelation Test
The autocorrelation test aims to test whether there is a correlation between residuals in the t period with the t-1 period (earlier) in a linear regression model [45]. A good regression model is a regression that is free from autocorrelation. Table 5 summarizes the output of the autocorrelation test results. The table shows that the d (Durbin-Watson) value is 1.906. A calculation for correlation determination was carried out using the Durbin-Watson table to identify whether the d value is within the range of Du and 4 – dU, as follows:
\[
d_U < d < 4 - d_U
\]
\[
1.83483 < 1.906 < 4 - 1.83483
\]
\[
1.83483 < 1.906 < 2.16517
\]
From this calculation result, the d value is shown to be greater than dU, and smaller than 4 – dU.

Therefore, it can be concluded that there is no problem or symptom of autocorrelation.

3.6. Model Feasibility Test (F-Test)
The F-test is the initial stage of identifying whether a regression model is feasible or not [46]. If the test result shows that the significance value is smaller than 0.05, the recommended regression model is feasible. On the contrary, if the value is greater than 0.05, the model is deemed not feasible. Based on the test result in Table 6, the significance value is 0.00 < 0.05, the regression model is feasible for use.

3.7. Regression Feasibility Test (t-Test)
The t-test is a partial regression coefficient test that partially determines the significance of the role between the independent variables on the dependent variable by assuming that other independent variables are considered constant [47]. If the significance value is smaller than 0.05 or (otherwise predetermined), it means that the independent variable has a significant effect on the dependent variable. Contrarily, if the significance value is greater than 0.05, then the independent variable has no significant effect on the dependent variable. Table 7 describes the output of the t-test. The significance value shows smaller than 0.05 (0 < 0.05), which means that there is an influence of

Table 5. Autocorrelation test

<table>
<thead>
<tr>
<th>Model</th>
<th>R</th>
<th>R squared</th>
<th>Adjusted R squared</th>
<th>Std. Error of the Estimate</th>
<th>Durbin-Watson</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.955</td>
<td>0.913</td>
<td>0.912</td>
<td>27254.17621</td>
<td>1.906</td>
</tr>
</tbody>
</table>

Table 6. Model feasibility test (f-test)

<table>
<thead>
<tr>
<th>Model</th>
<th>Sum of Squares</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression</td>
<td>1.65668E+13</td>
<td>2</td>
<td>8.28429E+12</td>
<td>809.513</td>
<td>.000</td>
</tr>
<tr>
<td>Residual</td>
<td>3.75575E+12</td>
<td>367</td>
<td>10233661640</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>2.03243E+13</td>
<td>369</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*a Dependent Variable: LSS
*b Predictors: (Constant), distance, time

Table 7. Regression feasibility test (t-test)

<table>
<thead>
<tr>
<th>Model</th>
<th>Unstandardized Coefficients</th>
<th>Standardized Coefficients</th>
<th>t</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B</td>
<td>Std. Error</td>
<td>Beta</td>
<td></td>
</tr>
<tr>
<td>(Constant)</td>
<td>305349.086</td>
<td>17167.811</td>
<td></td>
<td>17.786</td>
</tr>
<tr>
<td>1</td>
<td>time</td>
<td>-15242.442</td>
<td>4162.45</td>
<td>-0.103</td>
</tr>
<tr>
<td></td>
<td>distance</td>
<td>886.212</td>
<td>25.981</td>
<td>0.962</td>
</tr>
</tbody>
</table>

*a Dependent Variable: LSS
ship voyage time variable and distance variable against the amount of LSS tariff.

3.8. Coefficient of Determination

The coefficient of determination describes the proportion of the influence of all independent variables on dependent variables [48]. The value of the determinant coefficient can be measured by the R squared value. The R squared value in Table 8 is used to analyse the proportion of the influence of the entire independent variables on the dependent variable. As a rule, if the value of R squared is near 1, then the influence of the independent variable is stronger. On the contrary, if the value of R squared is closer to zero, the influence of the independent variable is getting weaker.

The table shows that the R squared value is 0.815, which is the squaring result of the R-value (0.903). The R squared value of 0.815 is equal to 81.5%. This figure means that time and distance variables together affect the LSS tariff by 81.5%, while the remaining 18.5% is influenced by other variables outside the regression equation whose variables are not studied.

Furthermore, an effective contribution calculation is used to identify the contribution of an independent variable’s influence on dependent variables in regression [49]. Contribution can be calculated using the following formula:

\[
\text{Contribution} = \text{Regression Coefficient (Beta)} \times 100\% 
\]

Contribution is calculated based on data such as R squared value (Table 8), correlation significance value (Table 9), and regression coefficient from Table 7. The three outputs are summarized in Table 10.

The contribution calculation for the time variable against the LSS tariff is as follows:

\[
\text{Contribution Time} = -0.103 \times 0.479 \times 100\% 
\]

The contribution calculation for distance variable against LSS tariff is as follows:

\[
\text{Contribution Distance} = 0.962 \times 0.899 \times 100\% 
\]

The contribution total is calculated below,

\[
\text{Contribution total} = -4.93\% + 86.48\% = 81.55\% 
\]

Based on these calculation results, we conclude that the shipping distance variable contributes predominantly to the determination of the amount of LSS tariff because the distance variable contributes to 86.48%.

<p>| Table 8. R-Value model summary |</p>
<table>
<thead>
<tr>
<th>Model</th>
<th>R</th>
<th>R squared</th>
<th>Adjusted R squared</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.903*</td>
<td>0.815</td>
<td>0.814</td>
</tr>
</tbody>
</table>

**Correlation is significant at the 0.01 level (2-tailed).**

<p>| Table 9. Correlation significance value |</p>
<table>
<thead>
<tr>
<th>Correlations</th>
<th>Time</th>
<th>Distance</th>
<th>LSS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>Pearson Correlation</td>
<td>1</td>
<td>.605**</td>
</tr>
<tr>
<td></td>
<td>Sig. (2-tailed)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>N</td>
<td>370</td>
<td>370</td>
</tr>
<tr>
<td>Distance</td>
<td>Pearson Correlation</td>
<td>.605**</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Sig. (2-tailed)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>N</td>
<td>370</td>
<td>370</td>
</tr>
<tr>
<td>LSS</td>
<td>Pearson Correlation</td>
<td>.479**</td>
<td>.899**</td>
</tr>
<tr>
<td></td>
<td>Sig. (2-tailed)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>N</td>
<td>370</td>
<td>370</td>
</tr>
</tbody>
</table>

**Correlation is significant at the 0.01 level (2-tailed).**

<p>| Table 10. Summary data for contribution calculation |</p>
<table>
<thead>
<tr>
<th>Variable</th>
<th>Regression Coefficient (Beta)</th>
<th>Correlation Coefficient (r)</th>
<th>R squared</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>-0.103</td>
<td>0.479</td>
<td>0.815</td>
</tr>
<tr>
<td>Distance</td>
<td>0.962</td>
<td>0.899</td>
<td></td>
</tr>
</tbody>
</table>
3.9. Multiple Linear Regression Model Interpretation

Interpreting the regression coefficient includes two things, the sign and the magnitude of the coefficient. The sign indicates the direction of the relationship. A positive coefficient sign means if the independent variable increases, the dependent variable also tends to increase. On the contrary, the negative sign indicates the opposite effect. If the independent variable increases, the dependent decreases. The magnitude of the coefficient identifies the nominal slope of the regression equation.

The results of the multiple linear regression calculations that have been performed using the SPSS application, which has met all the classic assumptions tests and the model feasibility test, generates the following equation:

\[ Y = \alpha + \beta_1X_1 + \beta_2X_2 + e \]  
\[ Y = 305,349.086 - 15,242.442 \text{Time} + 886,212 \text{Distance} + 0 \]  

The constant value of the multiple linear regression equation is 305,349.086, which means that if the value of the time and distance variable is 0, then the resulting LSS tariff is Rp305,349.086. Furthermore, the regression coefficient for the time variable is -15,242.442, and the distance variable is 886,212. The regression coefficient of time is negative, which shows a negative relationship with the LSS tariff. It means that if the ship voyage time increases, the LSS tariff decreases. On the other hand, if the ship voyage time decreases, the LSS tariff increases.

Further analysis is conducted to depict this negative relationship. In their research elements, Bialystocki and Konovessis find that fuel consumption depends on the voyage time and sea states [23]. If the ship travels at a higher speed, thus the arrival time will be early with a shorter voyage time. But this also consumes more fuel; thus, the fuel cost is higher. Another research by Utomo finds that as the ship engine’s rpm increases to speed up the voyage, more fuel consumption is needed [50]. This negative relationship also corresponds to the ship efficiency strategy known as “slow steaming” to achieve the compound effect: a ship runs at a slower speed to save fuel consumption but at the expense of longer travel time [51]. If we interpret these study results, higher fuel consumption will also generate higher fuel costs, which automatically will increase the LSS tariff. Therefore, a ship that travels in a shorter time requires more fuel, hence more fuel cost and, in the end, higher LSS rates. This research then concludes that H1 is rejected.

The positive relationship between distance regression coefficient and the LSS tariff explains that if the distance travelled by ship is getting farther, a higher LSS tariff results. Similarly, if the distance travelled by ship is shorter, then the LSS tariff will also be less expensive. Based on the results of multiple linear regressions, it can be interpreted that if there is an increase in the shipping distance by 1 NM (Nautical Mile), then the LSS tariff will increase by Rp 886,212.00. At the same time, if the distance of the ship is reduced by 1 NM then the LSS tariff will increase by Rp 886,212.00. This result also corresponds with research by Kim et al., who describes the equation of fuel efficiency, that sailing distance is directly proportional with fuel consumption [52]. It can be interpreted that the destination port distinguishes the need for fuel consumption because the farther the destination, the more fuel is needed, and a higher LSS tariff will be charged, and vice versa. Thus, this research concludes that H2 is accepted.

3.10. Polynomial Regression

Multiple regression includes a technique, namely polynomial regression [53]. In the context of this research, polynomial regression was implemented to prove that the ship voyage time and distance are independent variables that do not coincide and describe their relationship with the LSS tariff as the dependent variable. To further analyse the relationship between the dependent variable and its independent variables, this study developed a polynomial regression calculation to compare the main results from multiple linear regression. Polynomial regression was added because, compared to traditional regression, it may show greater explanatory as it provides nuanced views on the relationships between different combinations of independent variables and a dependent variable in three-dimensional space [31]. This non-linear analysis is used to investigate beyond simple relationships between two or more variables and further explain the variables’ interaction influence [54].

Typically, polynomial regression is used when simple linear regression does not produce a fit model (the model corresponds to the original data distribution). A model that does not fit can be indicated that there is no significant influence between the dependent variable and the independent variable, so there is a possibility that the model is a polynomial function [55].
polynomial model involves a hierarchical analysis of polynomial equations, which continues until higher order and is statistically significant [54]. The higher the order used to determine the model, the more fit the model with the original data. Still, it is necessary to avoid conditions where the model is too fit with the original data (overfitting). Overfitting needs to be avoided because this model is very unrealistic.

By using Microsoft Excel, the polynomial regression model was generated to the highest order of 6. The models were compared to identify the fittest by comparing R squared and Adjusted R squared. An increasing R squared near the value of 1.0 indicates that the data nearly perfectly fit the model [56]. Additionally, the p-value was also considered to determine that the regression coefficient of the model is significant.

Table 11. Polynomial regression result

<table>
<thead>
<tr>
<th>Order</th>
<th>Variables</th>
<th>R squared</th>
<th>Adjusted R squared</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>Time</td>
<td>0.3556</td>
<td>0.3539</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>Distance</td>
<td>0.8095</td>
<td>0.8090</td>
<td>0.000</td>
</tr>
<tr>
<td>3</td>
<td>Time</td>
<td>0.3801</td>
<td>0.3784</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>Distance</td>
<td>0.8154</td>
<td>0.8149</td>
<td>0.000</td>
</tr>
<tr>
<td>4</td>
<td>Time</td>
<td>0.4338</td>
<td>0.4323</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>Distance</td>
<td>0.8612</td>
<td>0.8608</td>
<td>0.000</td>
</tr>
<tr>
<td>5</td>
<td>Time</td>
<td>0.5488</td>
<td>0.5476</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>Distance</td>
<td>0.8615</td>
<td>0.8612</td>
<td>0.000</td>
</tr>
<tr>
<td>6</td>
<td>Distance</td>
<td>0.8976</td>
<td>0.8974</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Based on Table 11, the regression model from the 6th order was chosen as the optimal model for the independent variable of ship voyage time. The regression model is as follows:

\[ y = -2175.9x^6 + 60826x^5 - 657058x^4 + 3x^3 - 9x^2 + 1x^1 - 5^6 \] (9)

The 6th order has the highest value of R squared of 0.5532, representing that 55.32% of the variation in the LSS tariff is explained by the ship voyage time. The adjusted R squared only differs a little at 0.5520. The table also illustrates that ship voyage time is statistically significant in influencing the amount of LSS tariff.

Moreover, Table 10 also generates the best fit for regression model of ship voyage distance independent variable, taken from the 6th order with the equation result as follows:

\[ y = 5^{-10}x^6 - 2^{-6}x^5 + 0.0038x^4 - 3.2734x^3 + 1517.7x^2 - 351197x + 37^7 \] (10)

The highest R squared value of 0.8976 and adjusted R squared value of 0.8974 represent that around 89% of the amount of LSS tariff is influenced by the ship voyage distance, with the p-value of 0.000. It means that the ship distance variable dominantly and significantly influences the LSS tariff.

Furthermore, we take some examples from the polynomial data. If the ship voyage time is spent to 4 days, the generated LSS tariff is Rp1,182,222. This number is very close to the actual data of Rp1,200,000 for 4 days ship voyage time. If the voyage time is increased to 5 and 6 days, the LSS tariff will decrease to Rp1,169,231 and Rp864,516, respectively. This trend corresponds to the previous result from the multiple linear regression, which states a negative relationship between ship voyage time and the LSS tariff.

Other examples from the distance variable are also taken into account. The LSS tariff generated for a short voyage distance of 360 NM is Rp474,337. For the medium distance of 790 NM and long distance 1117 NM, the LSS tariff amounts are Rp828,135 and Rp1,206,351, respectively. These numbers indicate that, unlike the time variable result, the polynomial regression for the distance variable shows a positive relationship with the LSS tariff. This result also suggests that both the multiple linear regression (as the primary method in this research) and polynomial regression successfully revealed similar relationships between the dependent and independent variables.

4. CONCLUSION

The study result shows that both ship voyage time and distance simultaneously affect the determinants of the LSS tariff. From the result of this primary research method (multiple linear regression), the magnitude of the influence of both variables is 81.5%. The rest of the effect of other variables was not studied and beyond the limitations of this study. Variable of shipping distance contributes dominantly to determine the LSS amount, with the contribution value of 86.48%. It also shows a positive relationship with the LSS tariff, where a longer shipping distance means a higher tariff and vice versa. On the other hand, ship voyage time does not strongly influence the tariff as the distance variable, shown
by the contribution value of -4.93%. Additionally, there is a negative relationship between the duration of ship voyages with the LSS tariff, which means a longer voyage duration will likely result in a less expensive LSS tariff, and vice versa. However, this relationship is not quite strong, meaning that other factors need to be considered to get more valid results. Finally, the polynomial regression also describes the similar relationships between the variables; the ship voyage distance dominantly influences the LSS tariff with a positive relationship. For future research, other parameters such as weather conditions and shiploads can also be considered.
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